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The phase field approach is used to model heterogeneous crystal nucleation in an undercooled pure
liquid in contact with a foreign wall. We discuss various choices for the boundary condition at the wall and
determine the properties of critical nuclei, including their free energy of formation and the contact angle
as a function of undercooling. For particular choices of boundary conditions, we may realize either an
analog of the classical spherical cap model or decidedly nonclassical behavior, where the contact angle
decreases from its value taken at the melting point towards complete wetting at a critical undercooling, an
analogue of the surface spinodal of liquid-wall interfaces.
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Heterogeneous nucleation is not only a phenomenon of
classic importance in materials science, but also remains
one of continuously growing interest, due to the emerging
technological interest in nanopatterning techniques and
control of related nanoscale processes [1]. While solidifi-
cation of pure undercooled liquids is initiated by homoge-
neous nucleation (the formation of small crystalline
fluctuations exceeding a critical size determined by the
interplay of the driving force of crystallization and the
interfacial free energy [2]), the presence of foreign parti-
cles, container walls, and other heterogeneities typically
facilitates this process [3]. Despite its vast technological
importance, heterogeneous nucleation remains poorly
understood. This deficit stems from the complexity of
describing the interaction between the foreign matter and
the solidifying melt.

Wetting of a foreign wall by fluids or crystals has been
studied extensively [4] including such phenomena as criti-
cal wetting and phase transitions at interfaces [5]. Various
methods have been applied to address these problems such
as continuum models [6] and atomistic simulations [7].
Despite this inventory, recent studies [8] addressing het-
erogeneous crystal nucleation rely almost exclusively on
the classical spherical cap model, which assumes mathe-
matically sharp interfaces [9]. Here the wall-liquid and
wall-solid interactions are characterized by the contact
angle � that is determined from the interfacial free energies
by Young’s equation: �WL � �WS � �SL cos���, where
subscripts W, S, and L refer to the wall, the solid, and
the liquid, respectively. Such models qualitatively describe
this system, but lose their applicability [2] when the size of
nuclei is comparable to the interface thickness (the nano-
meter range, according to atomistic simulations [2,10]).
Such nanoscale nuclei are essentially ‘‘all interface.’’
Recent investigations show [11] that phase field theory
(PFT, [12]) can address this issue. Indeed, PFT can quanti-
tatively predict the nucleation barrier for systems (e.g,
hard-sphere, Lennard-Jones, ice-water) where the neces-

sary input data are available. We therefore adopt this
approach to describe heterogeneous nucleation. Experi-
mentally, the details of the wall-fluid interaction are em-
bedded in more directly accessible quantities, such as the
contact angle in equilibrium. It is thus desirable to develop
a model that describes the wall in such phenomenological
terms. Along this line, interaction between dendritic
growth and wall has recently been discussed in [13], while
Castro addressed crystal nucleation in a specific case of
� � 90�, obtained by prescribing ‘‘no-flux’’ boundary
condition at the wall [14]. A more general treatment is,
however, required.

In this Letter, we describe how to implement phase field
methods of heterogeneous nucleation with an arbitrary
contact angle. For simplicity, we consider a single compo-
nent system, whose local state is characterized by the
nonconserved phase field ��r�, monitoring the structural
transition (� � 0: crystal; � � 1: liquid). Following pre-
vious work [5,6], we assume that the interaction of the wall
with the solidifying system is of sufficiently short range to
be characterized by a ‘‘contact free energy’’ �W��� that
depends only on the local state of matter abutting the wall.
Then the free energy of the system consists of a surface and
a volumetric contribution

 Ftot �
Z
A
dA�W��� �

Z
V
dV

�
�2T

2
�r��2 � f���

�
: (1)

Here A is a closed surface bounding volume V of the solid-
liquid system. At A, the system is in contact with the wall.
The local free energy density, given the temperature T, is
assumed to be f��� � wTg��� � �1� p����fS�T� �
p���fL�T�, while the ‘‘double well’’ and ‘‘interpolation’’
functions have the forms g��� � �1=4��2�1���2 and
p��� � �3�10� 15�� 6�2� [12]. The model parame-
ters can be related to the solid-liquid interface free energy,
the interface thickness �, and the melting temperature Tm
as �2 � 21=26�SL�=Tm and w � 21=26�SL=�Tm��.
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The critical fluctuation (nucleus) represents an extre-
mum of the free energy. The extremum condition �Ftot �
0 yields the following equations:

 

@�W
@�

� �2T�n 	 r�� � 0 on A; (2)

 

@f
@�
� �2T�r2�� � 0: (3)

Here n is the normal vector pointing away from the wall,
and Eq. (2) is the boundary condition on A to Eq. (3), which
in turn is the differential Euler-Lagrange (EL) equation to
be satisfied inside the volume V.

We consider first a semi-infinite system in contact with a
wall. We label the phase field at the wall �0, and in the far
field�1. The free energy has three possible extrema in this
case: (i) stable solid in contact with the wall (�1 � 0;
absolute minimum); (ii) metastable liquid in contact with
the wall (�1 � 1; local minimum); (iii) unstable solid
droplet (critical fluctuation) formed in metastable liquid
at the wall (�1 � 1; saddle point).

To advance further, we must specify the contact free
energy �W��� or require �0 be constant. In general, either
of these conditions will be fixed by the details of the wall-
fluid interaction. Thus, we now consider two illustrative
choices for our boundary conditions and relate these
choices to the equilibrium contact angle.

Model A.—We assume that the wall does not perturb the
structure of the planar solid-liquid interface. Then jr�j
can be calculated using the one dimensional version of the
integral of Eq. (3) (at T � Tm): ��2T=2��r��2 � f��� �
f��1� � �f���, and the normal component of the gra-
dient at the wall can be expressed as n 	 r� �
jr�j cos���. Combining these expressions, we have

 n 	 r� � �cos���=�21=2����0�1��0�; on A; (4)

a condition that coincides with [14] for � � 90�. The
respective contact free energy, obtained by integrating
Eq. (2), reads as �W��� � �WL � ��SL cos���

�2�3 � 3�2 � 1�. Given the postulated relationship be-
tween cos��� and the interfacial free energies, we find
���� � �WS � �WL at the wall-solid contact and ���� �
0 at the wall-liquid contact. We adopt Eq. (4) and the
respective �W��� in the undercooled state. Model A can
thus be viewed as a phase field implementation of the
classical spherical cap model similar in spirit to that by
Semoroz et al. [13].

Model B.—Alternatively, we may specify�0 � const:, a
mathematical analog of the condition used for describing
liquid spreading on a wall in [15], but where the order
parameter is now not the density, but instead applies to the
nonconserved crystallinity order parameter appropriate to
a liquid-solid system. Thus, the physical meaning of the
boundary condition (liquid ordering) differs significantly
from the one in [15]. For planar interfaces at the melting
point, the interfacial free energies can be expressed as
�WL � h��0; 1� � �0; �WS � h�0; �0� � �0, and �SL �

h�0; 1�, where

 h��1; �2� �
Z �2

�1

d��2�2T�f����1=2: (5)

After some algebra, we find cos��� � ��WL �
�WS�=�LS � 1� 6�2

0 � 4�3
0. The condition that �0 �

const: sets the degree of ordering (in the case of liquid
next to the wall) or disordering (in the case of solid abutting
the wall). Inspection of the integral EL equation indicates a
behavior akin to surface spinodal known for liquid-wall
interfaces [5]. A metastable liquid solution exists for
�f��0�> 0, i.e., below a critical undercooling �Ts given
by the condition �f��0� � 0. (As�0 approaches the solid
state, �Ts converges to 0.) At lower T, there is no time-
independent solution of this type; instead, a propagating
solidification front emerges that is described by the usual
equation of motion for the phase field [16].

Our choices of the boundary condition correspond to
two distinct physical situations: (a) the ‘‘classical’’ case,
when liquid ordering is negligible at the wall, and (b) a
‘‘nonclassical’’ case, where there is ordering at the wall.
This structure is of a specific nature, as it corresponds to the
particular, chosen level of ordering as one traverses solid-
liquid interface. As such, this order is ’’compatible’’ with
the appearing crystal and will lower the nucleation barrier
to the formation of solid. While it is typical for liquids to
order at an abutting wall [7(c),10(b),10(d)], such ordering
may not be compatible with the structure to which the
liquid crystallizes [4], and a more detailed model would
be required. Based on these observations, we expect that
our combined analyses of Models A and B will elucidate
many of the essential behaviors of physical systems. In
what follows, we evaluate the properties of heterogeneous
nuclei in these two limiting cases, and present illustrative
simulations for pure Ni [17].

The EL equation for the composite system nucleus plus
undercooled liquid has been solved by the finite element
method. The initial condition has been created by placing
the classical sharp interface nucleus into the simulation
window after broadening its interface by a tanh function of
appropriate width parameter. The simulation box had the
size of 30 nm
 20 nm. The equation of motion for dy-
namic evolution simulations was solved in a dimensionless
form using the finite difference method and parallel com-
puting on a PC cluster of 120 nodes. The spatial step was
�x � 0:2 nm, while noise (as described in [14]), has been
added to the governing equation.

Critical fluctuations (nuclei) computed at undercooling
�T � 35 K as a function of the equilibrium contact angle
� are presented in Fig. 1. For comparison, Fig. 2 shows the
nuclei calculated for a contact angle of � � 61:2� (�0 �
1=3) as a function of �T. While in both models the size of
heterogeneous nuclei becomes comparable to the interface
thickness with increasing undercooling, in Model B, it
happens at a far smaller undercooling. It is remarkable
that while the contact angle is approximately constant in
Model A, in Model B, it varies drastically with under-
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cooling in Model B, and tends to 0� complete wetting at the
critical undercooling. The free energy of heterogeneous
nuclei in Model A and B are also shown in Fig. 2. For
Model A, it has been calculated by integrating the free
energy density difference relative to the bulk undercooling
liquid and adding the contribution from the wall. For

Model B, the integrated free energy of the wall-liquid
system has been subtracted from the free energy of the
wall-nucleus-liquid system. It is found that the free ener-
gies of nuclei from Models A and B fall close to the values
from the sharp interface spherical cap model (2D) for small
undercoolings where the nuclei are large relative to the
interface thickness, while lower values are obtained at
larger undercoolings. In Model B, the nucleation barrier
disappears at �Ts. Atomistic simulations could test the
existence of such a surface spinodal for freezing.

Next, we demonstrate that our approach allows for
modeling of an important practical case: the micromechan-
ism of inoculation of undercooled liquids by foreign par-
ticles whose different surfaces are characterized by
different contact angles [18]. The classical model for cy-
lindrical particles predicts that to establish free growth of
the crystal, the udercooling needs to exceed a critical value
�Tc � 4�SLTm�Ld�

�1, where d is the diameter of the
cylindrical particle, and L is the volumetric heat of fusion.
For �T < �Tc, a stable hemispherical crystal is expected.
Our simulations are in full agreement with the classical
picture if noise is switched off after nucleation. However, a
significant reduction of �Tc is predicted once the physical
noise is used throughout the simulation (Fig. 3). These
results suggest that the capillary waves induced by thermal
noise destabilize the hemispherical stable state. For �T >
�Tc, a transient period is observed to precede free growth.

 

 

 

 

 

 

 

 

 

 

 

 

 

0 20 40 60 80 100
0

1

T
m

−T (K)

W
A

,B
/W

S
I

FIG. 2 (color online). Structure of nuclei in 2D at three under-
coolings (�T � 20 K, 40 K, and 90 K) in Models A (upper row)
and B (central row), at an equilibrium contact angle of � �
61:2�, corresponding to �0 � 1=3 and �Tc � 92:0 K. The
contour lines indicate � � 1=6, 2=6, 3=6, 4=6, and 5=6, respec-
tively. Horizontal size is 12 nm. The free energy of nonclassical
nuclei (WA;B) normalized by the sharp interface prediction (WSI)
is also shown as a function of undercooling (bottom panel):
Model A—solid line; Model B—dashed line.
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FIG. 3 (color online). Micromechanism of inoculation of
undercooled Ni by cylindrical particles (d � 20 nm) with con-
tact angles of 45� and 175� on the horizontal and vertical
surfaces, respectively, as predicted by Model A. [200
 200

200 grid.] Upper row: �T � 26 K<�Tc, t � 25, 250, 1000 ns;
central row: �T � 27 K>�Tc, t � 25, 250, 750 ns; bottom
row: �Tc vs particle diameter d. Classical—solid line; simula-
tion—dashed line.

 

FIG. 1 (color online). Structure of heterogeneous nuclei in 2D
vs equilibrium contact angle at �T � 35 K in Model A (upper
row) and B (lower row). From left to right � � 37:6�, 72.8�,
107.2�, and 142.3� (�0 � 0:2, 0.4, 0.6, and 0.8). The contour
lines stand for � � 0:2, 0.4, 0.6, and 0.8. Horizontal size is
10 nm. For symmetry reasons, only the right half of the nuclei is
shown.
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These predictions should be verifiable by experiment or
atomistic simulations.

Further illustrative simulations, demonstrating the
power of our approach, are presented in Fig. 4 that shows
nucleation on patterned and random nanofiber networks.
Such simulations are expected to find applications in nano-
patterning studies and in research on nanocomposites [1].

We have developed a phase field methodology to de-
scribe heterogeneous crystal nucleation in undercooled
liquids at walls characterized by arbitrary contact angles.
Two limiting cases have been addressed: (Model A)
Nucleation at surfaces where liquid ordering at the wall
is negligible and (Model B) where the wall-liquid interac-
tion induces partial crystalline order in the liquid. Using
the prescriptions described above, many other boundary
conditions can be explored. Note that this approach can be
directly extended to existing phase field models of alloy
and anisotropic polycrystalline systems characterized by
further fields. The present study thus opens up new ways
for modeling heterogeneous nucleation in a broad variety
of systems.
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(a) (b) (c) (d)

FIG. 4 (color online). Phase field simulation of nucleation on patterned and random nanofiber networks in 3D using Model A. On
nanofiber ’’brush’’ composed of vertically aligned nanofibers with (a) uniform (� � 75�), and (b) different contact angles for the
horizontal (75�) and vertical sides (175�). Note, the drastically different crystallization patterns for (a) and (b) due to different wetting
on the vertical sides of the ’’brush.’’ (c) Nucleation on a random nanofiber network (� � 75�). (d) Increasing amount of nanofibers
accelerates crystallization, as reported for carbon nanotube-polymer composites [1]. (X—crystalline fraction; t—time. �T � 175 K.
The simulation box is 100 nm
 100 nm
 50 nm.
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